Math 115 Spring 2015: Assignment 9

Solutions
1. [5 marks] Let
2 2 1
3 3 3
= | 2 = 1 = 2
1= 3 2= | —3 3= | —3
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3 3 3
6
Knowing that {, U, U3} is an orthonormal basis of R?, write the vector ¥ = | —6 | as a linear combination
15

of 1717172,’(73.

Solution: Note that since span{@;, ¥, 73} = R3, it is clear that ¥ € span{#;, ¥, ¥3}. Therefore, because

{¥1, U2, U3} is orthonormal, we can write

r= t1’171 + t2172 + t3’(73

where
tlzf 417 tng'ﬁg, tg—f 173
We have
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T = bt — 475 + 1675.

2. [5 marks] Let S = span{uy, 2}, with

—
_ =0 O

Find a basis of S*. Hint: A vector is orthogonal to S if and only if it is orthogonal to both i; and s.



Solution: For a vector # € R* to be orthogonal to S, it has to satisfy the following equations:

Z i1 =0
f‘_’QZO
This can be written as
1 1 -1 0
00 1 1

We solve this system by writing its augmented matrix

11 -1 0|0 1
[ 00 1 10 ] - [ 0
and obtain that
-1
. 1
r=s + 1
0
0
Therefore,
-1 -1
1 0
0o || -1
0 1
is a basis of S*.
. [10 marks] Let
1 0
L 1 . |0
wy = 1| 2 = 1
0 1

Find an orthonormal basis of span{w;, W, ws}.

Solution: For the first vector, we set
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For the second vector, we have
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Uy = Wy — (We-U))0)
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For the third vector, we have
Uy = Wy — (Ws-U1)0 — (W3- Ua)Ts
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An orthonormal basis of span{w, ws, w3} is thus given by
1 1 _
V3 V15
1 1 _4
V3 V15 V35
_ 1 o2 | 3
V3 V15 V35
0 3 __3
V15
4. [10 marks] Orthogonally diagonalize the matrix
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i.e. find an orthogonal matrix @) and a diagonal matrix D such that QT AQ = D.

Solution: First, we find the eigenvalues of A. The characteristic polynomial of A is

det(A — AI)
1-X -2 2

4—X  —4 -
—4  4-) 24—
= (1=MN)(16+A* =8\ —16) +2(—8 +2)\ + 8) +2(8 — 8 + 21)
= A 4+9N2=-X)\-9)

= (1—=X)det

+2detl

-2 4-X
+2det[ ]

—4

First eigenvalue: \ =0.

The corresponding eigenvectors @ satisfy Ad = 0d. The augmented matrix of this system is

1 -2 2 -2 210
-2 4 —4(0|~]10 0 0]0
2 —4 4 0 010
We thus have u; = 2us — 2us so
2 -2
u=s|1|+t| 0 , s, teR.
0 1

We need an orthonormal basis of this eigenspace. So we apply Gram-Schmidt on

2 -2
w=| 1 and Wy = 0
0 1
We get
2
NG
o 1
Ty = ﬁ
0
and
2 2 2 8 2
0 0 0 0 1



which we normalize:

2
V45
=] L
2 V45
_5_
V45

Second eigenvalue: )\ =9.

The corresponding eigenvectors @ satisfy A7 = 97. The augmented matrix of the system (A — 9I)7 = 0 is

-8 -2 2|0 10 —3|0
-2 -5 —4(0|~]10 1 110
2 -4 =510 0 0 010
We thus have 1)1:%113 and v = —v3 so
1
2
v=s| -1 |, seR
1

In order to obtain an orthonormal basis of this eigenspace, we normalize the basis vector and get

1
3
= | -2
2
3
Constructing P: We have
2 2 1
V5 Va5 3
P = 4 4 _2
VG V45 3
0 B2
V45 3
And we could verify that
0 0 0
PTAP=D=|0 0 0
0 0 9

5. (a) [3 marks| Show that the following statement is false by providing a counter-example:

Let {¢1,...,9,} be a basis of R® and S = span{#1, ..., ¥} for some positive integer k < n. Then

S+ = span{vki1,..., 0}

(b) [2 marks] What additional property would {71,...,7,} need for the statement to be true? (no proof

necessary)

Solution: (a) Take



The vectors are linearly independent and span{#, 7>} = R?, so {#], 72} is a basis of R%. However,

span{7; }*+ = span{ l (1) ] } # span{vs }.

(b) If {&4,...,U,} was an orthonormal basis of R™, then the statement would be true.

. [5 marks] Prove that the determinant of an orthogonal matrix is always 1 or -1. Hint: Recall that for any
square matrix A, we have det(A) = det(AT). Also, if A is invertible, then A=t A = I.

Solution: Let A be an orthogonal matrix, we have A~! = AT so AT A = I. Taking the determinant of both
sides yields

ATA = 1
det(ATA) = det(I)
det(AT)det(4) = 1
det(A)det(4) = 1
(det(A))?> = 1

Therefore det(A) = +v/1 = +1.



